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Abstract
Onboarding new developers is a considerable overhead, requiring
senior developers to provide mentorship and documentation. Code
tours—structured guides to key code sections—can streamline this
process, yet their manual creation still requires time and effort. This
research investigates how to automate the generation of debugging-
focused code tours using locally runnable Large Language Models
(LLMs), which provide more confidentiality, stability, and repro-
ducibility than cloud-based models. We plan to address three key
challenges: (1) selecting relevant code segments, (2) generating clear
and context-aware explanations, and (3) automatically evaluating
the quality of generated tours. Ultimately, our goal is to reduce the
onboarding burden on senior developers by automatically gener-
ating persistent, verifiable documentation artifacts to help junior
developers navigate and understand a codebase.

CCS Concepts
• Computing methodologies→ Natural language generation;
• Software and its engineering → Software development pro-
cess management.
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1 Introduction
Onboarding new developers into an organization is crucial but
challenging; the most recommended strategies are mentoring, de-
bugging, and documenting [8, 10]. Still, it requires significant time
and effort from senior developers - up to 30% in the case of the
CERN project [18] - reducing their availability for complex work.

Among various onboarding strategies, code tours—step-by-step
guides of critical code sections—have shown promise in improv-
ing code navigation and understanding [20]. However, like other
documentation artifacts, code tours require manual creation and
maintenance by senior developers. Recent advancements in Large
Language Models (LLMs) have demonstrated their capability to
generate code explanations and assist in onboarding tasks [1, 2,
7, 13, 14, 16, 18], suggesting their potential for automating code
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tour generation. Our preliminary findings show that LLMs can also
produce code tours to explain stack traces [4] to guide debugging,
a typical entry task [8].

Nevertheless, most studies rely on state-of-the-art, closed-weight
models, raising concerns about reproducibility, stability, and pri-
vacy [2, 17]—critical issues for companies handling sensitive code-
bases. We propose fine-tuning open-weight, locally-runnable LLMs
(≤ 10B parameters) to generate high-quality, debugging-focused
code tours. Successfully fine-tuning these models requires tackling
three key research questions: (RQ1) identifying relevant points of
interest for debugging, (RQ2) adapting an LLM to generate code
tours, and (RQ3) designing an evaluation framework to assess
their quality. Ultimately, we aim to develop, iteratively, a transpar-
ent, reproducible, and privacy-preserving approach for automating
debugging-oriented code tours, enhancing the onboarding experi-
ence for new developers.

2 Background and Related Work
2.1 Onboarding Developers
Documentation andmentoring [10] play a critical role in supporting
onboarding. However, in large projects like those at CERN, men-
toring junior developers can take up to 30% of senior developers’
time [18], reducing their time for other valuable tasks. Debugging is
typically assigned to new developers as an onboarding task [8]. Al-
though debugging is a practical learning approach, it assumes that
newcomers can efficiently navigate the code. Code tours [6] are
structured walkthroughs of key code segments that can help navi-
gate and understand a new codebase [20]. However, their creation
and maintenance require human effort, which limits scalability.
Despite recent studies that have explored automating code tour
generation [4], this is an underexplored research area.

2.2 Selecting Relevant Code Segments
Selecting relevant code segments is a key challenge in automating
debugging-focused code tours. In prior work [4], we used stack
trace analysis for step selection. While effective, this is only one
approach among many possible alternatives, leaving other selection
strategies largely unexplored. Spectrum-based Fault Localization
(SFL) identifies program elements more likely to contain faults and
has been successfully applied in debugging scenarios [9]. Hotspot
detection [22] prioritizes frequently modified or complex areas of
the codebase. Thus, they may be transferable to the context of step
selection for debugging-focused code tours.
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2.3 Generating Documentation
Although LLMs improve code comprehension, reduce cognitive
load, and generate explanations adapted to user needs, their effec-
tiveness varies depending on user expertise and interaction pat-
terns [1, 13, 16]. In the context of code tours, generated explanations
often suffer from verbosity and lack cohesion between steps [4],
indicating further work to improve code tour generation. Moreover,
a common concern is confidentiality [2] when using LLMs to ex-
plain proprietary code. Indeed, many studies rely on closed-weight
models, which, while powerful, require sending proprietary code
to external servers. Besides, concerns about reproducibility and
stability have been raised [17]. Open-weight LLMs offer greater
control but typically require domain-specific fine-tuning to match
the performance of proprietary models.

However, fine-tuning alone does not guarantee alignment with
the developer’s non-functional needs [15] - such as clarity, effi-
ciency, and scrutability [4]. So, to better align LLM-generated expla-
nations with developer expectations, Reinforcement Learning from
Human Feedback (RLHF) has been widely used [15], particularly in
conversational agents such as ChatGPT. RLHF involves fine-tuning
a model by rewarding outputs that align with human preferences
on dimensions such as clarity, relevance, and style. While RLHF [15]
improves alignment with developer expectations, its reliance on hu-
man annotations makes it impractical if you have limited resources.
To address RLHF reliance on humans, Reinforcement Learning
from AI Feedback (RLAIF) leverage LLM-as-a-Judge method-
ologies, which replace human annotations with judgments from
larger models, to reduce annotation costs while still improving
alignment [3]. For example, CodeUltraFeedback [24] applies the
LLM-as-a-Judge [26] methodology to assess alignment with non-
functional requirements in code-related tasks, such as readability,
complexity, and style—dimensions often challenging to capture
using traditional automated metrics. A core component of RLAIF
is knowledge distillation, where larger LLMs generate synthetic
datasets to fine-tune smaller models iteratively [23, 25]. However,
careful selection of teacher models is necessary, as many companies
impose licensing restrictions that prevent proprietary LLMs from
being used to fine-tune competitor models. Retrieval-Augmented
Generation (RAG) [12] offers an alternative to extensive fine-
tuning by dynamically retrieving relevant documents during infer-
ence to provide task-specific context. Correia et al. [7] developed a
conversational agent that augments LLM responses with project-
specific documentation, achieving expert-rated satisfaction levels
exceeding human in more than half of the cases.

2.4 Evaluating Quality
Evaluating the quality of generated code tours is a non-trivial chal-
lenge, as their usefulness extends beyond traditional documentation
metrics. Our prior work [4] has adapted quality dimensions from
recommender system research [21] to assess code tours along three
key criteria: (1) Transparency – Clearly explains how the code
works. (2) Efficiency – Helps identify and report inaccuracies.
(3) Scrutability – Facilitates quick navigation and understanding.
While these dimensions provide a structured framework, existing
evaluations have been limited in scale and consistency. Manual
assessments introduce subjectivity, and inter-rater agreement has

not been extensively studied in this context. LLM-as-a-Judge [26]
uses LLMs aligned with human preference as proxies for human
annotators. This is already a scalable alternative to human evalua-
tion in related tasks for RLAIF, such as assessing readability and
clarity in code [24].

3 Research Approach
This section presents our research approach to automating the
generation of debugging-focused code tours. We address three
primary research questions (RQs):

RQ1 Given a failing test, how can we identify points of interest
relevant to debugging for inclusion in code tours?

RQ2 How can locally-runnable LLMs be adapted to generate con-
textually relevant explanations of code tour steps?

RQ3 How can we evaluate the quality and usefulness of the gen-
erated code tours?

To validate our approach, we will begin with RQ3 (how to evalu-
ate quality), which supports RQ2 (generating better explanations),
while RQ1 (step selection) can progress in parallel. We will outline
our approach for each research question, discuss prior work, pro-
pose future work, detail our evaluation methods, and highlight the
expected contributions. If we need participants for an experiment,
we will recruit them through the university and alumni channels
until we reach saturation.

3.1 RQ1: Selecting Relevant Code Segments
Following our preliminary study [4], where we explored using stack
traces to structure code tours, we aim to broaden our selection
strategy. However, since our primary focus is to aid debugging for
onboarding, our approach will always follow a call path between
a failing test and a faulty method—but which path? That is the
question!

Prior & Future Work. Our previous work [4] leveraged stack
traces to structure code tours, as they provide an execution flow
from a failing test to a faultymethod.While stack traces are valuable
debugging aids, it remains unclear whether alternative heuristics
can improve coherence and debugging efficiency. In practical de-
bugging scenarios, faults are supposedly unknown. Therefore, we
will use fault localization methods [9] to identify faulty methods.
Then, multiple heuristics will be evaluated to filter paths between
the failing test and the potentially faulty method.

Evaluation.Wewill assess the effectiveness of our path selection
strategies using both quantitative and qualitative methods. Quan-
titatively, we will measure the alignment between selected steps
and hotspots [22]. Qualitatively, we will conduct semi-structured
interviews with developers and students, asking them to assess the
relevance of a sequence of steps in debugging tasks. We remain
open to refining our evaluation methods based on early findings or
feedback from the research community.

Contribution. Methodologically, our research will improve step
selection for structuring code tours that are coherent, practical, and
debugging-efficient.
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3.2 RQ2: Generating Documentation
Our preliminary study [4], use a close-weight, cloud-based model,
GPT3.5 [5], which raise some concern of stability, reproducibil-
ity [17] and, more importantly, privacy [2]. Our approach will be
to align locally-runnable LLMs to generate qualitative code tour
explanations.

Prior & Future Work. Using GPT3.5 [5], we generated expla-
nations for the selected steps. Our preliminary analysis revealed
two main limitations: (1) explanations often contained redundant
or low-level details, and (2) explanations lacked contextual con-
nections across steps. We intend to adapt open-weight, locally-
runnable LLMs via RLAIF to enhance explanation quality with
minimal human involvement. Additionally, our initial experiments
were conducted on Defects4J [11], which introduces a risk of the
LLM knowing the codebase [17]. This threatens the validity as
there could be some overfitting. Thus, we will conduct future exper-
iments using GitBug-Java [19] and private codebases to mitigate
overfitting risks.

Evaluation. Using the checklist from Section 3.3, we will ask
humans and LLMs to assess the generated explanations’ quality. We
will also involve developers in exploratory sessions combining quan-
titative and qualitative methods to evaluate how well the generated
code tours support understanding and navigation of the codebase.
For example, we plan to measure debugging time, completed by
surveys on perceived clarity and usefulness. We also expect the
model to face limitations when detecting, reasoning, and explain-
ing cause-effect chains spanning multiple functions or modules.
Thus, our evaluation will include scenarios with more complex in-
teractions. If we observe signs of shortcomings, we should delegate
the detection of such interactions to causal reasoning techniques
(this would be part of RQ1, then). Thus, the LLM’s role would be to
explain, in free-form text, the reasoning produced.

Contribution. Methodologically, we will introduce a framework
for adapting locally-runnable, open-weight LLMs via Reinforce-
ment Learning from AI Feedback (RLAIF).

3.3 RQ3: Evaluating Quality
Wewill refine an evaluation checklist to ensure that generated expla-
nations effectively support debugging. Initially, we will collect open-
ended evaluations from LLMs based on a root criterion—usefulness
for debugging—allowing them to score explanations and justify
their ratings. By analyzing these justifications, we should extract
recurring evaluation patterns (in a survey coding manner) until sat-
uration is reached, forming an initial set of criteria and a checklist
for each.

Prior & Future Work. We developed an initial checklist to
assess the quality of generated code tours inspired by evaluation
frameworks from recommendation systems [21]. However, this
checklist has only been tested with a single rater on a small subset
of generated tours, so there is no inter-rater agreement analysis.
Our goal is to improve the checklist iteratively. First, we plan to
collect LLM-generated assessments to extract recurring evaluation
criteria. Once a stable inter-rater agreement is, if possible, reached
among LLMs, we will introduce human evaluators to compare their
assessments with LLM judgments.

Evaluation. Once a preliminary checklist is established, we will
validate it in two stages. First, we measure inter-rater agreement
among LLMs to ensure consistency. Once a stable agreement is
reached, we will introduce human evaluators and compare their
assessments against LLM judgments. This iterative process ensures
the checklist captures meaningful quality indicators while minimiz-
ing reliance on busy developers.

Contribution. Empirically, we will provide a dataset of LLM-
generated code tour explanations, evaluated by LLM and human
experts, along with an analysis of the inter-rater agreement to
assess the reliability of LLM-based evaluation. Theoretically, we
will refine iteratively a checklist for assessing code tour quality,
ensuring a structured evaluation framework. Methodologically, we
will propose an iterative pipeline for extracting evaluation criteria
using LLM-as-a-Judge.

4 Conclusion
This work investigates using Large Language Models (LLMs) to
automate debugging-focused code tours to support developer on-
boarding. We proposed an approach that leverages stack traces for
selecting relevant code segments and LLMs for generating step-by-
step explanations. Our preliminary results demonstrate that while
automatic generation is feasible with GPT3.5 [5], key limitations
persist, such as redundant explanations, low-level details, and a lack
of contextual linking between steps. Furthermore, the community
has highlighted concerns about closed-weight models, asking for
research about the open-weight ones.

To address these challenges, we outlined three main research
directions: (1) improving step selection by exploring alternative
methods, (2) enhancing explanation generation by aligning locally-
runnable LLMs using Reinforcement Learning from AI Feedback
(RLAIF), and (3) refining evaluation criteria through an iterative
process leveraging both LLM and human assessments.

Our expected contributions include an iterative pipeline to gen-
erate and evaluate code tours automatically. To validate these con-
tributions, we plan to conduct empirical studies measuring the
effectiveness of different step selection techniques, the impact of
fine-tuning strategies on explanation quality, and the reliability of
LLM-based evaluation frameworks.

While our preliminary evaluation provides initial insights into
the feasibility and limitations of LLM-generated code tours, fur-
ther work is required to enhance their effectiveness and scalability.
We invite feedback from the research community to refine our ap-
proach, explore additional validation methodologies, and assess the
broader impact of LLM-generated onboarding documentation in
real-world settings.
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